
Example. Students in a certain kindergarten class are given an IQ test

in the fall and then again in the Spring. Researchers want to know if the

academic program in this kindergarten helps boost the children’s IQ.

(*) The average on both tests is about 100 and both SD s are about 15,

so at first glance it seems that a year of kindergarten had no overall

effect.

(*) A closer look at the data finds shows that students with high scores

on the first test, tended to have lower scores on the second test, on

average. Also, students with lower scores on the first test did better, on

average, on the second test.

(*) Why?

(*) Because of the regression effect.
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(*) The data in a scatter plot is (more or less) symmetric around the

SD line.

⇒
the SD line increases (or decreases) at the rate of

1 SDy for every 1 SDx.

(*) Vertical strips are generally not symmetric around the SD line. They

are (more or less) symmetric around the regression line.

⇒
the regression line increases (or decreases) at the rate of

rxy × SDy for every 1 SDx.

(*) So, the mean score on the second test of students who scored above

average on the first test will not be as high as their score on the first

test (but still above than average)...

(*) ... and the mean score on the second test of students who scored

below average on the first test will be higher than their score on the first

test (but still below average).
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The regression effect – a famous example.

Example: Heights of sons on heights of fathers.

average height of fathers ≈ 68 inches, SD ≈ 2.7 inches

average height of sons ≈ 69 inches, SD ≈ 2.7 inches r ≈ 0.5
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Figure 5., p.171 in FPP, sons

and fathers’ heights, with SD

line and regression line.
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• The average heights of the sons for each height class of the fathers

follow the regression line, not the SD line.

• The average height of the sons grows more slowly than the height of

their fathers.

• Fathers that are much taller than 70 inches, will have sons that are,

on average, shorter than them.

• Fathers that are shorter than 70 inches will have sons that are, on

average, taller than them.

• The same geometric-logic applies as in the test-retest scenarios:

higher than average scores on the first test will be followed by

somewhat lower scores on the second test, on average. Likewise,

lower than average scores on the first test will be followed by

somewhat better scores on the second test, on average.

• The belief that the regression effect is anything more than a statis-

tical fact of life is the regression fallacy.
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Where does the regression line come from?

Given a set of paired data, {(x1, y1), . . . , (xn, yn)}, we want to find a

straight line that predict a y-value as accurately as possible from a

known x-value.

(*) Want the observed y-value(s) to be as close as possible to the y-values

predicted by the line... on average.

(*) If the equation of a line is ỹ = ax + b we want to find the specific

values of a and b that make the expression√
1

n

∑
(yj − ỹj)2 = R.M.S. error of the line

as small as possible.

(*) This problem can be solved using calculus or linear algebra, and it

turns out that the line with the smallest R.M.S. error is precisely the

regression line.

(*) The regression line is also called the least-squares line
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Measurement error
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Histogram of the data in table.
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Model for measurement error

Individual measurement = true value + bias + chance error

• Bias pushes the results in one direction. I.e., for a given set of

measurements, bias (if present) is either always positive or always

negative.

• Chance error is just as likely to be positive as negative.

• The true value is in many cases unknown, and perhaps even

unknowable.

One of the central applications of statistical analysis is to estimate

the true value of a given quantity based on a sequence of repeated

measurements (or repeated experiments).

Thus, a key element in the design of both experiments and observa-

tional studies is to minimize the bias as much as possible.
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Bias in sample surveys:

1. The Literary Digest Poll of 1936
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